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What is this talk about?

Guaranteeing properties of 
computer systems that are not at hand

because they are 
embedded in a physical environment

because they are not existing, or
not so easy to play with

Usually systems 
that are safety-critical, expensive, 

and/or numerous.



Embedded Systems
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Labelled transition systems

What do we like about this model?

Is easy to model with

Fits well to concurrency: Interleaving semantics
Message passing,
handshake communication, and
shared variable communication 

all behave naturally

Is compositional  



Labelled transition systems

What we do not like about this model?

No support for quantities
Time
Cost
Probabilities

No support for continuity

…
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finite automata
decorated with clocks

darkdark light

x==50 off!

on? x:=0; on? x:=0;

all run at 
the same speed

Quantitative Models?
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finite automata
decorated with clocks
and with costs
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y==d
on!
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d:=U[5,55];

finite automata
decorated with clocks
and with costs
and with probability distributions

modular: composition of automata

40 mA0 mA

darkdark light

x==50 off!

on? x:=0; on? x:=0;

Quantitative Models?

2%
98%

priced Probabilistic Timed Automata (pPTA)



priced Probabilistic Timed Automata

What do we like about this model?

Is (rather) easy to model with 

Fits somewhat well to concurrency: Interleaving Semantics
Message passing,
handshake communication, and
shared variable communication 

all behave naturally

Synchronicity of clocks is a little awkward.
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priced Probabilistic Timed Automata
Anyway, what you may want to know:

Reachability for TA is decidable
Time bounded reachability for TA is decidable

Reachability for PA is decidable
Hop bounded reachability for PA is decidable

Cost bounded reachability for pTA is decidable
Time and cost bounded reachability for pTA is decidable

Reachability for PTA is decidable
Time bounded reachability for PTA is decidable

Cost bounded reachability for pPTA is semi-decidable
Time and cost bounded reachability for pPTA is semi-decidable

[Alur/Dill]

[Puterman]

[Fehnker]
[Behrmann et al]

[Kwiatkowska et al]

[Berendsen et al]

infinite zone range 
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This talk is not about
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This talk is about an alternative to 
Probabilistic Timed Automata

State-of-the-art in PTA model checking:          [Kwiatkowska et al]
Discretize time and check reachability                          [Kattenbelt][Daws]
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Approximation 
in continuous time

Recall:  double discretisation
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Time

Memoryless sojourn times, but memorization of 
phase of the distribution

superpositions can
approximate arbitrary 
continuous distributions:
phase-type distributions

Phase-type distributions 
form a dense set of 
continuous distributions
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Markov Chains and Decision Processes
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Continuous-Time 
Markov Decision Processes: 
CTMDPs
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Scheduler types

H: History dependent
S: Step dependent
M: Markov (History independent)

R: Randomized
D: Deterministic
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Maximum timed 
reachability probability

We look for the maximum probability 
to reach a set of goal states 
within a given time interval:
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How to compute

We
look at SD schedulers, 
and restrict to uniform CTMDPs.

Then we’ll show that this cannot 
be outperformed by adding 

more History, 
or Randomization.
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A greedy backward algorithm 
(for truncated SD-schedulers)

Idea:
Consider truncated SD-schedulers 

Try to construct the optimal one.
To do so, use a greedy backwards strategy:

For each state determine the action that maximises the probability 
to reach set     in one step.
Use these actions to calculate the last (the    -th) summand of

Continue this way.

Make sure that the resulting schedule is of interest.



Optimality for HD and HR schedulers
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Complexity for uniform CTMDPs
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[Baier et al]
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What this gives us: 
the worst case probability to hit an unsafe situation within a given time bound

Model Checking, what we also have

Model Checker

System Model
possible behaviour

Requirement Specification
allowed behaviour

• Time bound

• Safety requirement

Reachability

analysis
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• Statemate

• Failure events

• Failure distributions





Modelling: Statemate

Hierarchical, state-transition oriented specifications of reactive
systems.
Underlying: a finite-state transition system. 



Failure modes and general distributions
Failure modes alllow a 'fault injection'-style behavioural
extension of the TS underlying a Statechart.

Available in Statemate. 

We enable to delay
the occurrence of these failures by
general probability distributions. 

Those are approximated
by Phase-Type 
distributions.

And integrated by composition.





Sigref

symbolic 
signature   
based
partition 
refinement

toolbox for 
various
bisimulations

[Wimmer]







Interactive Markov chains

Model level

An orthogonal extension 
of labelled transition systems  
of CTMCs

two types of transititions

in the state space

equipped with semantic 
equivalence notions

Syntax level

A super-algebra 
of standard process algebra  
of CTMC algebra

two types of ‘actions’
actions 
Markov delays

in the specification

equipped with the necessary 
compositional theory

νν
bla



Interactive Markov Chains

What do we like about this model?

Is (rather) easy to model with

Fits well to concurrency: Interleaving Semantics
Message passing,
handshake communication, and
shared variable communication 

all behave naturally

Is compositional 

Has `state-local´ clocks (if at all)
Correspond to CTMDPs



Semantic 'workhorse'

Interactive Markov chains
Orthogonal superposition of

automata (or LTS), and
Continuous Time Markov Chains,

with a compositional semantics,
and substitutive notions of equivalence

P
Q

R
P'

Q

R

behaves as

if behaves as 
P

P'

heavily exploited 

in the construction

(compositional minimisation)

What is the relation to CTMDPs? How about uniformity? 



IMCs to CTMDPs

An on-the-fly construction: 
cut according to maximal progress assumption,
split sequences of Markov transitions,
transitive closure of action transitions.

[Johr]



Uniformity

Uniformisation is a CTMC transformation that preserves its 
probabilistic behaviour, but makes the jumps occur at Poisson 
intervals. 

We apply this to the input CTMCs, modelling PH distributions.

LTS are uniform. 

The composition, minimisation and transformation algorithms 
are all ensured to preserve uniformity, if the input models are.

[Johr]
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An exemplary case:
Future European Train Coordination

'ETCS'

Future standard for
cross-European trains

Defines train 
interoperability

Moves functionality 
inside train, to improve 
track utilisation

Train-trackside communication via ‘GSM-R’



An exemplary case

A sequence of N trains following each other
What is the risk of having to brake within (10 or) 180 sec?



An exemplary case



An exemplary case



Conclusion and Outlook

Overview of the probabilistic behavioural model spectrum

State-of-the-practice modelling
combined with state-of-the-art analysis algorithm.

More examples needed. 

Restricted to timed bounded reachability, no costs yet.
Tool chain is long and prototypical, not easy to handle.

What I did not discuss:
Why symbolic vs. explicit this way

Make more of tool chain symbolic




